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bstract

Conventional models for distillation columns are based on equilibrium and non-equilibrium stage concepts, and both consider the fluid dynamics
n a macroscopic point of view. The main objective of this work is to apply a CFD model under Eulerian-Eulerian framework for gas–liquid flows,
ith capability to predict the momentum and thermal phenomena of the multiphase flows. A three-dimensional and transient model with energy

nd momentum conservation balances has been applied for predictions of volume fractions, velocities, pressure and temperature fields of two-phase
ows on sieve tray distillation. The mathematical model was applied in the CFD commercial code for numerical studies, with the construction of
particular numerical grid and with own sub-routines in FORTRAN language for the closures equations obtained from literature. The model is

olved using the finite-volume method with variables located in a generalized co-ordinate system for typical operating conditions taken from the

iterature. The results show the volume fractions, velocities and temperature profiles as a function of the time and the position in the distillation sieve
ray and when are compared with the literature comments confirm that the model is suitable to predict thermal gas–liquid flows on a distillation
ieve tray.

2007 Elsevier B.V. All rights reserved.
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. Introduction

A better understanding, from the microscopic point of view,
f the mechanisms that occur in large scale industrial processes
s important in order to improve equipment, design and pro-
ess development. In this way, distillation columns are one of
he most important separation techniques. Models to represent
he behavior of distillation columns are available in the open
iterature [1–8]. However, despite the relevant results obtained
ith equilibrium and non-equilibrium stage models, they neglect

he fluid dynamics phenomena assuming perfect mixture on the
lates. However, it has been recognized that the flow pattern on

distillation tray is of large importance on the mass transfer effi-
iency [9,10], and this influence can only be analyzed making a
uid dynamic study.

∗ Corresponding author. Tel.: +55 2147 3221 6060; fax: +55 2147 3221.6001.
E-mail address: dnoriler@yahoo.com.br (D. Noriler).
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Recent advances and interest in the use of CFD techniques
ave allowed the study of fluid dynamic in processes and
quipments [11–19]. Contributions have been made in CFD
n microscopic modeling and simulation of bubbling gas–solid
ow [12–14] of fluidized beds [15,16], among others, besides
as–liquid flows, as for example ozonation towers [17]. Bub-
le columns have been firstly considered for modeling bubbling
ows [19–30], where bubble gas crosses the liquid column,

ntroducing, at the same time, advances for modeling gas–liquid
ow on a distillation tray.

Some works on gas–liquid flow on a distillation tray using
FD techniques can be mentioned [31–38]. Mehta et al. [31]
ave analyzed the liquid phase flow patterns by solving the
ime-averaging equations of continuity of mass and momentum
nly for the liquid phase. Liu et al. [32] attempt to model the

wo-phase flow considering that the liquid phase is the most
mportant, and modeled the gas action with empirical equation.
rishna et al. [33] and van Baten and Krishna [34] suggested
three-dimensional and multiphase model to represent the

mailto:dnoriler@yahoo.com.br
dx.doi.org/10.1016/j.cej.2007.03.023
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Nomenclature

A interfacial area per volume (m2/m3)
AB active bubbling area (m2)
AH holes area (m2)
CD drag coefficient
Cp specific heat of fluid (J/kg K)
C�, C1, C2 turbulence model constants
d hole diameter (m)
dg bobble diameter (m)
D column diameter (m)
f volume fraction
g gravity vector (m/s2)
h enthalpy (J/kg)
hgl global heat transfer coefficient (J/s m2 K)
hw weir height (m)
i turbulence intensity
k turbulent kinetic energy (m2/s2)
Ls dissipation length scale (m)
Mgl interphase momentum exchange term (N/m3)
P pressure (N/m2)
P shear production (N/s)
Pr Prandtl number
Ql rate of liquid flow (m3/s m)
Qgl interphase energy exchange term (J/s m3)
Re Reynolds number
t time (s)
Ug superficial gas velocity (m/s)
v velocity vector (m/s)
W weir length (m)
x co-ordinate (m)
y co-ordinate (m)
z co-ordinate (m)

Greek letters
ε dissipation rate of turbulence kinetic energy

(m2/s3)
λ thermal conductivity (J/s m K)
μ viscosity (kg/m s)
ρ density (kg/m3)
σ�, σk turbulence model constants
ξ orthogonal direction to the wall

Subscripts
eff effective property
g gas phase
in inlet
k kth phase
l liquid phase
out outlet
x co-ordinate x
y co-ordinate y
z co-ordinate z
t turbulent property
eff effective property
0 initial value
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ydrodynamics on a distillation sieve tray. The authors use
he Eulerian-Eulerian framework and the Reynolds Averaged
avier-Stokes (RANS) equations for modeling turbulent
as–liquid flows assuming that momentum exchange con-
iders only bubble–liquid interaction, i.e., the bubble–bubble
nteraction was not considered. Soares et al. [35] attempt to

odel the two-phase flow behavior considering that the drag
orce between phases is very high for distillation cases. This
mplicates that the gas and the liquid velocities are the same.
he authors showed a comparison between heterogeneous

van Baten & Krishna [34]) and homogeneous models for
ree surface flow and bubble columns. Noriler and coworkers
35] proposed to use the homogeneous model for predicting
he hydrodynamic on a distillation sieve tray. Gesit et al. [37]
pplied the heterogeneous model for commercial-scale sieve
ray and compared the results with experimental data obtained
y Solari and Bell [10]. Nevertheless, the energy and mass
onservations are neglected in most of the works. Component
ass conservation is applied in bubbling flow by some authors

17,20,30], however, the energy conservation is not available.
In this work, we have implemented a CFD model under

ulerian-Eulerian framework for gas–liquid flows, with capabil-
ty to predict the main phenomenological aspects of multiphase
ows. The three-dimensional and transient model, with mass
ontinuity, and energy and momentum conservations, has been
pplied for predicting the volume fractions, velocities, pressure
nd temperature fields, of the two-phase flow on the distillation
ieve trays. The model is solved using finite-volume method
ith variables located in a generalized co-ordinate system, for

ypical operating conditions taken from the literature.

. Mathematical model

The model considers the flows of gas and liquid in
ulerian-Eulerian framework, where each phase is treated as

nterpenetrating continuum having separate transport equations.
herefore, the Reynolds Averaged Navier-Stokes equations

RANS) for the gas phase (subscript g) and for the liquid phase
subscript l) can be written as follow.

.1. Mass continuity equations

Gas phase

∂

∂t
(fgρg) + ∇ × (fgρgvg) = 0 (1)

Liquid phase

∂

∂t
(flρl) + ∇ × (flρlvl) = 0 (2)

where fk, ρk and vk represent the volume fraction, macroscopic
density and velocity vector for kth phase, respectively.
The gas and liquid volume fractions, fg and fl, are related
hrough the summation constraint:

g + fl = 1
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with particle Reynolds and Prandtl numbers, Re and Pr ,
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.2. Momentum equations

Gas phase

∂

∂t
(fgρgvg) + ∇ × (fgρgvgvg)

= −fg∇Pg + ∇ × [fgμg(∇vg + ∇vT
g )] + Mgl + ρgfgg

(3)

Liquid phase

∂

∂t
(flρlvl) + ∇ × (flρlvlvl)

= −fl∇Pl + ∇ × [flμ
Eff
l (∇vl + ∇vT

l )] − Mgl + ρlflg

(4)

where μk and g represent the molecular viscosity for kth phase
and the gravity vector, respectively. Pk is the pressure field,
having the same value for the gas and for the liquid phase, i.e.,
Pg = Pl. The Mgl represents the momentum transfer between the
gas and the liquid phases and the additional flux of momentum
due to the velocity fluctuation, turbulence, was incorporated in
the diffusion term.

.3. Energy equation

Gas phase

∂

∂t
(fgρghg) + ∇ × (fgρgvghg) − ∇ × (fgλg∇Tg) = +Qgl

(5)

Liquid phase

∂

∂t
(flρlhl) + ∇ × (flρlvlhl) − ∇ × (flλ

Eff
l ∇Tl) = −Qgl

(6)

where hk and Tk represents the enthalpy and temperature for kth
phase, respectively. Qgl represents the energy transfer between
the gas and the liquid phases and additional flux of energy due
to the velocity and the enthalpy fluctuation was incorporated
in the diffusion term.

.4. Closure equations

For solving Eqs. (1)–(6), it is necessary additional equa-
ions relating the interphase momentum transfer, Mgl, interphase
nergy transfer, Qgl, and additional fluxes for momentum and
nergy.

.4.1. Interphase momentum transfer
For the interphase momentum transfer, we consider that the

omentum transfer is only due to the drag force. The drag force
er unit volume can be written as:
gl = 3

4

fgρl

dg
CD|vg − vl|(vg − vl) (7)

here dg is the bubble diameter and CD is the drag coefficient.

d

R
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The drag coefficient, CD, has been estimated using the drag
orrelation of Krishna et al. [33], proposed for the rise of a swarm
f large bubbles in the churn turbulent regime:

D = 4

3

ρl − ρg

ρl
gdg

1

|vg − vl|2 (8)

In this equation, |vg − vl| is the relative velocity between the
as and the liquid phases and it can be estimated as a function of
he gas superficial velocity, Ug = QG/AB, and of the gas average
oldup, f

average
g , as following:

vg − vl| = Ug

f
average
g

(9)

For the gas average holdup, we used the Bennett et al. [7]
orrelation:

average
� = 1 − exp

[
−12.55

(
Ug

√
ρg

ρl − ρg

)0.91
]

(10.1)

Making proper substitution and simplifying the interphase
omentum transfer, it can be rewritten in a form suitable for
FD use (van Baten and Krishna [34]):

gl = fg(ρl − ρg)g

[
1

(Ug/f
average
g )

2

1

(1 − f
average
g )

]

× (vg − vl)|vg − vl| (11)

Note that in Eq. (11), the bubble diameter is not present,
liminating, thus, the main problem for prediction of gas liquid
ubbling flow.

.4.2. Interphase energy transfer
The energy rate that crosses the interface between gas and

iquid phases can be described as:

gl = hglAg(Tg − Tl) (12)

here hgl is the global heat transfer coefficient, Ag is the interfa-
ial area per volume unit and it can be calculated by Ag = 6fg/dg.

The global heat transfer coefficient is defined as (Bird et al.
38]):

gl = λgNugl

dg
(13)

here λg is the thermal conductivity and Nugl is the Nusselt
umber. Nusselt number for spherical bubble in turbulent regime
an be calculated by Ranz and Marshall [39] equation:

Nugl = 2.0 + 0.6Re0.5
g Pr0.3

g for 0 ≤ Reg ≤ 200 and

0 ≤ Prg ≤ 250 (14)
g g
efined as:

eg = ρlvgdg

μl
; Prg = μgCpg

λg
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Fig. 1. Flow geometry

.4.3. Turbulence equations
By application of the time average procedure in the Navier

tokes equations, an extra term appears due to the turbulent
uctuation of the velocities, which needs to be represented by
constitutive equation. This term is known as Reynolds stress,

or the additional momentum flux, and Reynolds flux, for more
quations. If we consider that the fluctuations (turbulence) con-
ists of small swarms to be formed and to be dispersed, and that
he Reynolds stresses can be linearly related to the mean velocity
radients (eddy viscosity hypothesis) similar to the relationship
etween the stress and the strain tensors in laminar Newtonian
ow, an effective viscosity can be assumed:

Eff = μ + μt

nd the Reynolds fluxes of a scalar are linearly related to the
ean scalar gradient (eddy diffusivity hypothesis). This implies

n:

Eff = λ + μt

Prt
≡ for the additional term in energy equation

t can be used the standard k-ε turbulence model for representing
he additional flux term. Prt is the turbulent Prandtl number and

t is the turbulent viscosity.
The standard k-ε model is connected with the turbulent

inetic energy and its dissipation rate as following:

t = C�ρ
k2

ε
(15)

here k is the turbulent kinetic energy and ε is the dissipation
ate of turbulent kinetic energy. The conservation equation for
urbulent kinetic energy and its dissipation rate can be written
s:

∂

∂t
(flρlkl) + ∇ ×

{
fl

[
ρlvlkl −

(
μl + μt

σk

)
∇kl

]}
= fl(P −

∂

∂t
(flρlεl) + ∇ ×

{
fl

[
ρlvlεl −

(
μl + μtl

σ�

)
∇εl

]}
= fl

εl

kl
(C
ith

= μt∇vl × [∇vl + (∇vl)
T]

here C�, C1, C2, σk and σ� are the model constants.

R
t
a
c

boundary conditions.

C2ρlεl)
(16)

The gas phase is considered in laminar regime. It can be
hown that the turbulent kinetic energy associated with the gas
hase represents 0.1% of the turbulent kinetic energy; therefore,
here are no conservation equations for k and ε in this phase.

.5. Boundary and initial conditions

Due to the elliptical characteristics of the partial differential
quations of the model, boundary conditions of all frontiers of
he physical domain are necessary: at the inlet, uniform profile
f velocities and turbulent properties are imposed; no slip con-
itions on the wall for both phases; and pressure conditions in
he outlet were also applied for the two phases. Fig. 1 shows the
hysical domain used in the simulations.

The conditions can be written in a mathematical form accord-
ng to Table 1.

Air, at ambient pressure, and water were used as the gas and
iquid phases, respectively. At the beginning of the simulation,
he conditions consist of to fill up liquid until the weir height,
nd air up to the weir height at homogeneous temperature equal
o T0. The velocity fields and the turbulent properties were also
onsidered as initial conditions to close up the model. Details
bout the initial conditions for each simulation will be shown
elow.

. Numerical methods and geometry flow

Finite volume method was used to solve the partial differ-
ntial equations, with a structured multi-block grid generated
y the body fitted on generalized and collocated grid. The
YBRID interpolation scheme was used with pressure–velocity

oupling obtained using SIMPLEC algorithm. The improved
HIE-CHOW algorithm was used to calculate the velocity at
he cell faces to avoid numerical problems like check-boarding
nd zigzag. The relation factors were not used. The commercial
ode CFX 4.4 by ANSYS was used to generate the grids, to
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Table 1
Boundary conditions

Boundary conditions Properties Liquid phase Gas phase

Inlet liquid (inlet) vx|in = Ql

hw
, vy|in = 0, vz|in = 0 fl,in = fl0 fg,in = 1 − fl,in

k|in = 1.5(i × vx)2, ε|in = (k|x=0)1.5

0.3 Ls
Tl,in = Tl0 Tg,in = Tg0

Holes (inlet) vx|in = 0, vy|in = 0, vz|in = VS
AB

AH
fl,in = fl0 fg,in = 1 − fl,in

k|in = 1.5(i × vx)2 Tl,in = Tl0 Tg,in = Tg0

Outlet (pressure)

If inflow
∂vl

∂ζ

∣∣∣
out

= ∂vg

∂ζ

∣∣∣
out

= 0, k = kout; ε = εout Pstatic|out = P0 fl,out = 0 fg,out = 1

Tl = Tl,out Tg = Tg,out

If Outflow
∂vl

∂ζ

∣∣∣
out

= ∂vg

∂ζ

∣∣∣
out

= 0,
∂k

∂ζ

∣∣∣
out

= ∂ε

∂ζ

∣∣∣
out

= 0 Pstatic|out = P0
∂fl

∂ζ

∣∣∣
out

= 0
∂fg

∂ζ

∣∣∣
out

= 0

∂Tl

∂ζ

∣∣∣
out

= 0
∂Tg

∂ζ

∣∣∣
out

= 0

Wall (wall) v|wall = 0, k|wall = ∂k

∂ζ

∣∣∣ = 0
∂fl

∂ζ

∣∣∣ = 0
∂fg

∂ζ

∣∣∣ = 0
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The wall function was used near wall regions.

is the orthogonal direction to the boundary; the wall functions were standard f

olve the models and to analyze the results. All calculations
f this work were performed on a PC Pentium IV 3.0 GHz. A
ypical simulation took about 10 days to simulate nearly 20.00 s
f tray hydrodynamics, with time increment of 0.002 s.

The geometry and the grid were generated with the pre-
rocessor BUILD from CFX 4.4 by ANSYS. The maximum
dge for the finite volumes was fixed in 5 mm to certify the
ndependence of the solution with the grid size. Fig. 2 shows a
ypical grid used in this work.

. Results and discussions

.1. Momentum transfer analyses
The first analysis consists on verifying the momentum trans-
er model applied, comparing the clear liquid height prediction
ith those from Bennett et al. [7] and Colwell [6] correlations.
distillation sieve tray with 0.35 m diameter, D, and 0.234 m

w
w
v
t

Fig. 2. Typical num
wall wall

ql = 0 qg = 0

on of the CFX code.

eir length, W, was used. The column has a rectangular entrance
or the liquid with 0.234 m × 0.040 m. The weir height, hw, is
.06 m, and the fractional holes area to bubbling area, AH/AB, is
.0227. The length between the entrance and the outlet is 0.260,
ith 66 holes in the tray.
All simulations were carried out for analyzing the model

ccuracy, with the superficial gas velocity varying between 0.227
nd 0.567 m/s. In the first simulation, the velocity fields and tur-
ulent properties were considered nulls. For other simulations,
he final results of each simulation were used as initial conditions
o the next case.

During the simulations, the average liquid holdup in the dis-
ersion is monitored and the periodical steady state was obtained
fter 15.0 s, when the velocity fields and turbulent properties

ere also considered nulls and after half of time, about real 8.0 s,
hen the initial conditions used were the final results of the pre-
ious simulation. Fig. 3 shows the average liquid holdup versus
ime with a liquid weir load, Ql/W, equal to 2.135 × 10−3 m3/s m

erical grid.
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ig. 3. Transient average liquid holdup for liquid weir load, Ql/W, equal
o 2.135 × 10−3 m3/s m and the superficial gas velocity between 0.227 and
.567 m/s.

nd the superficial gas velocity between 0.227 and 0.567 m/s.
ote that with the increase of the superficial gas velocity, the
uctuation of the average liquid holdup with the time is ampli-
ed. This is caused by the increase of the turbulence promoted
y the gas in the gas–liquid dispersion.

Fig. 4 shows the comparison of the clear liquid height results
etween the CFD model and the Bennett et al. [7] and Colwell
6] correlations in function of superficial gas velocity for liquid
eir load, Ql/W, equal to 2.135 × 10−3 m3/s m. The clear liquid
eight was calculated by average over a long time to warrant
he mean values. The bars in the simulations data represent the
tandard deviation of the fluctuation of the clear liquid height
ith the time. It can be noted that the clear liquid height, gen-
rated from the volume fraction field, decreases increasing the
as superficial velocity, what agrees with experimental analyses
6,7,10,33]. This phenomenon is due to the increase of bub-
ling caused by the gas superficial velocity increasing. When

ig. 4. Clear liquid height for liquid weir load, Ql/W, equal to
.135 × 10−3 m3/s m and the superficial gas velocity between 0.227 and
.567 m/s.
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he CFD model is compared with the correlations used here, it
an be seen as better agreement of Bennett correlation due to
he fact that since it was developed under the same simulation
onditions, i.e., using water and air as continuous and disperse
hases, respectively, and under room pressure, presents absolute
nd relative errors smaller than the Colwell correlation [7]. On
he other hand, it can be seen that the simulation data present
arger sensitivity to gas superficial velocity. This is expected,
ince the Bennett correlation is only a function of gas superfi-
ial velocity, of weir and of phase physical properties. On the
ther way, the applied CFD model considers the geometry com-
lexities, the dependence of all flow conservative properties in
pace and time, besides phase physical properties. So, system
hysical and geometric characteristics can be associated to phase
ow behavior in distillation sieve trays. Furthermore, the applied
FD model holds the theoretical characteristic of the physical
henomena, while the correlation is based on empirism, making
estrictive its applicability. Based on this analysis, it is possi-
le to conclude that the model can more robustly represent the
haracteristic of the liquid gas flow in distillation sieve trays.
owever, this must be confirmed through experiments. Similar

esults were obtained by Krishna et al. [33] and van Baten and
rishna [34].

.2. The inlet boundary condition

In the previous analyses, it was considered a uniform gas
elocity in the 66 holes, nevertheless, the gas velocity in each
ole may not be the same because the pressure drop in each hole
s unequal caused by the fluid dynamics. In order to verify this
nfluence on the flow pattern, it will be considered an extended
eometry, where the gas inlet is under the tray. Fig. 5 shows the
etails of the geometry.

The domain consists of a distillation sieve tray with 0.300 m
n diameter, D, and 0.180 m length of the weir, W. The liquid
ntrance is a rectangular opening with 0.180 m × 0.015 m. The
eir height has 0.080 m, hw, and the fractional holes area to
ubbling area, AH/AB, is 0.0654. The length from entrance up
o outlet is 0.240 m, with 180 holes.

The number of finite elements increases in the extended
eometry about 100%, but the maximum edge was maintained
n 5 mm, and consequently the computational time increases.

Two simulations were carried out in order to evaluate the
nfluence of the gas boundary condition on the flow patterns:

simulation with simplified geometry and a simulation with
xtended geometry. Both analyses consider the liquid weir load
qual to 1.2 × 10−3 m3/s m, and the superficial gas velocity
qual to 0.7 m/s. The initial conditions of velocity fields and
f turbulent properties were considered nulls.

Fig. 6 shows the gas velocity profile in a line above the cen-
er holes in the liquid flow direction (Fig. 6a) and above the
enter holes perpendicular to the liquid flow direction (Fig. 6b),
.001 m above the tray, for the extended geometry. It is possi-

le to verify changes of the gas velocity in the holes with the
osition and with the time.

Analyzing Fig. 6a, it can be noted that the gas velocity in the
oles in the liquid flow direction changes with the time and the
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Fig. 5. Geometry and boundary condi

eometrical position (x direction) but it does not present regions
ith larger gas velocity (there are not maximum, only oscilla-

ions). In the regions next to the liquid entrance and to the weir,
he gas velocity oscillations in the holes are smaller than those

n the other regions, due to the fact that these regions present
ecirculation zones and high liquid holdup, being more visi-
le than gas oscillations. This was expected, confirming, then,
he capacity of the model in representing the phenomenological

t
T
t
b

ig. 6. Gas profile in line above the center holes, 0.001 m above tray for liquid weir lo
.7 m/s: (a) in the direction of the flow; (b) perpendicular to the flow direction.
or simplified and extended geometry.

haracteristic of this kind of flow. On the other hand, Fig. 6b
hows that the central regions of the tray present larger velocity
hen compared with the regions near to the wall. These larger
elocity peaks are dislocated from the right to the left throughout

he time in a region between 30% and 60% of the tray diameter.
his oscillation promotes an average parabolic profile, enabling

o conclude that, as a function of the larger relative velocity
etween the phases originated in the central region, a larger drag

ad, Ql/W, equal to 1.2 × 10−3 m3/s m and the superficial gas velocity, Ug, equal
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orce is performed and, consequently, smaller liquid holdup and
lear liquid height are observed. The main agent of these effects
s the gas pressure drop that away from the center is large due
o the wall effect, to the absence of holes and to the high liquid
oldup.

The effect of the assumption that same gas velocity in all holes
n the clear liquid height parameter can be seen in Fig. 7. The
esults show the comparisons of the clear liquid height among
he simplified, and the extended geometries and the Bennett
orrelation.

It can be seen that the clear liquid height is smaller for the
xtended geometry than for the simplified one, confirming the
revious analyses. The characteristic of dynamic regime of the
lear liquid height is maintained for both geometries. The larger
as velocity in the center region of the tray causes this effect
ecause the drag force increases increasing the gas velocity. Con-
equently, the average liquid volume fraction decreases together
ith the clear liquid height. Despite the clear liquid height is

maller for the extended geometry than for the simplified one,
his divergence is about 4% and it does not promote considerable
odifications. This affirmation can be confirmed by the velocity
elds.

Fig. 8 shows the vector plot for the simplified and for the
xtended geometries with liquid weir load, Ql/W, equal to

p
r
a
a

Fig. 8. Liquid velocity fields for liquid weir load, Ql/W, equal to 1.2 × 1
ng Journal 136 (2008) 133–143

.2 × 10−3 m3/s m and the superficial gas velocity, Ug, equal to

.7 m/s in time t. The details in Fig. 8 represent the mainstream
ines in both cases.

A similar dynamic behavior can be seen in both cases, with
irculating zones next to the entrance and to the weir. However,
he flow patterns for the extended geometry shows the liquid
aising more intensively in the center than in other regions of
he plate, according to Fig. 8. The larger gas velocity in the
enter regions of the tray induces this tendency.

In Figs. 7 and 8, it is possible to observe small changes in
he flow behavior between the studied geometries. However,
hese changes are not significant and they do not provide further
nformation for the understanding of the evaluated phenomena
n distillation sieve tray. It is also important to point out that the
omputational effort for the extended geometry increases about
00% when compared with the simplified one. So, it is possible
o conclude that the hypothesis of the same velocity in all holes
s valid and it can be applied for the gas–liquid flow analysis in
istillation sieve tray. On the other hand, Fig. 6 shows the hole
elocity oscillations as a function of position and time, which,
lthough not expressive, are expected. This implies in a second
mportant conclusion of this analysis, that is, the applied model is
ble to predict the phenomena associated with gas–liquid flow
n a distillation sieve tray, once the predictions agree with an
ntuitive analysis of these flows.

.3. Energy analyses—non isothermal flow

The thermal analyses of the gas–liquid flow on a distillation
ray are very important to clarify the distillation column dynamic
nd efficiency, among others. The initial condition for the ther-
al simulation of the simplified geometry consists of velocity

nd volume fraction fields and turbulent properties. Other prop-
rties were considered in established regime, obtained through
he isothermal simulation for liquid weir load, Ql/W, equal to
.2 × 10−3 m3/s m and the superficial gas velocity, Ug, equal to
.7 m/s, and homogeneous temperature fields, for gas and liquid,
qual to 298.15 K. The feed liquid temperature is 298.15 K and
or the gas is 318.15 K. The periodical steady state is obtained
t around 25.0 s from the started simulation.

Fig. 9 shows the snapshots of liquid temperature in the x–z

lane for three different times in the periodical steady state
egion, for liquid weir load, Ql/W, equal to1.2 × 10−3 m3/s m
t 298.15 K and the superficial gas velocity, Ug, equal to 0.7 m/s
t 318.18 K.

0−3 m3/s m and the superficial gas velocity, Ug, equal to 0.7 m/s.
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Fig. 10. Isosurfaces of liquid temperature for liquid weir load, Ql/W, equal to
1
0
3

r
c
t
s
t
e

a
i
p

t
F
s
t
l
h

ig. 9. Snapshots of liquid thermal dynamics in the x–z plane in the periodical
teady state region, for liquid weir load, Ql/W, equal to 1.2 × 10−3 m3/s m at
98.15 K and the superficial gas velocity, Ug, equal to 0.7 m/s at 318.18 K.

It is possible to verify in Fig. 9 that the hot gas enters through
he holes, crosses the gas liquid dispersion and changes energy
ith the liquid. It can be noted a hot region near to the weir
ue to the cold liquid that enters in the tray. It can be noted
hat the liquid temperature fields also present a chaotic behav-
or, similar to the velocity and to the volume fraction profiles,
ut with a smaller intensity. This effect is due to the high
eat transfer rate, caused by the lower resistance to the heat
ransfer.
Intending to demonstrate more clearly the hot and cold
egions of the distillation tray from the three dimensional point
f view, Fig. 10 presents isosurfaces for temperature equal to
01.45 K (Fig. 10a) and equal to 303.0 K (Fig. 10b). The cold

s
a
m
t

.2 × 10−3 m3/s m at 298.15 K m and the superficial gas velocity, Ug, equal to

.7 m/s at 318.18 K: (a) temperature equal to 301.45 K; (b) temperature equal to
03.00 K.

egion near to the liquid inlet and a hot region near to the weir are
learly evident in Fig. 10. The gradient of temperature between
he isosurfaces is about 1.45 K, which can be considered repre-
entative when observed in terms of temperature influence on
he mass transfer since it is directly related to thermodynamic
quilibrium.

Fig. 11 shows the average liquid temperature in a y–z plane as
function of x direction. The liquid temperature was determined

n the y–z planes at interval of the 0.005 m by averaging over each
lane.

As previously, the dependence of the liquid temperature on
he position, mainly in the liquid flow direction, should be noted.
or the other directions, this dependence was not identified. The
mall peaks presented in Fig. 11 represent points with higher
emperature, because these are the means calculated in planes
ocalized over the holes which have the tendency to present
igher temperature.

Through the analysis of the non-isothermal flow, it was pos-

ible to establish its importance and the main methodological
spects of the numerical solution for the thermal fluid dynamic
odel. Thus, it was possible to identify the flow characteris-

ics related to heat transfer, which makes possible to analyse
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ig. 11. Average liquid temperature in a y–z plane as a function of the x direc-
ion for liquid weir load, Ql/W, equal to 1.2 × 10−3 m3/s m at 298.15 K and the
uperficial gas velocity, Ug, equal to 0.7 m/s at 318.18 K.

he distillation sieve tray performance in terms of heat and mass
ransfers.

. Concluding remarks

The main results show temperature and volume fraction pro-
les as a function of time and position in the sieve tray and
onfirm that the major difficulty in sieve tray gas–liquid flow
odelling is due to several flow regimes. Therefore, efficient

onstitutive equations for calculating interphase momentum,
eat and mass transfers are necessary, in order to minimize the
rrors derived from the use of empirical correlations. The main
onclusion of this work is that the gas–liquid flow in distillation
ieve trays presents a chaotic characteristic for the properties,
hich are intensified by the increment of the superficial gas
elocity. Equal velocity in all hole entrances can be assumed
s a simplification model, since the gas inlet boundary condi-
ion analysis showed no sensitivity to this simplification. It was
lso possible to identify hot and cold regions near to the liquid
ntrance and weir, respectively. So, the methodology proposed
howed to be adequate, with capability to describe, from CFD
echniques, the thermal gas–liquid flow on a sieve tray distilla-
ion. The next step will be to insert the mass transfer equations
n the model. Finally, the CFD tools presented and discussed in
his work make it possible to know better the turbulent thermal
as–liquid flow on a sieve tray of distillation columns and they
an be used to optimize design and operating conditions of such
rocesses.
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